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f Remote GPU virtualization

A software technology that enables a more
flexible use of GPUs in computing facilities
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gﬁb Basics of remote GPU virtualization
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Basics of remote GPU virtualization
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gﬁh Remote GPU virtualization envision

Remote GPU virtualization allows a new vision of a GPU
deployment, moving from the usual cluster configuration:
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gﬁb Characteristics of GPU-based clusters

A GPU-enabled cluster is a set of independent self-contained
nodes that leverage the shared-nothing approach:

Nothing is directly shared among nodes (MPI required for aggregating
computing resources within the cluster, included GPUSs)

GPUs can only be used within the node they are attached to
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(eﬁ“ First concern with accelerated clusters

A Applications can only use the GPUs located within their node:

A Non-accelerated applications keep GPUs idle in the nodes where they
use all the cores

A CPU-only application spreading over
these four nodes would make their GPUs

unavailable for accelerated applications
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gﬁb Second concern with accelerated clusters

A Applications can only use the GPUs located within their node:

A non-MPI multi-GPU applications running on a node cannot make
use of the tremendous GPU resources available at other cluster

nodes (even if they are idle)

All these GPUs cannot be

Non-MPI multi-GPU used by the multi-GPU
application application being executed
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gﬁ%ne more concern with accelerated clusters

A Do applications completely squeeze the GPUs available in the cluster?

A When a GPU is assigned to an application, computational resources
inside the GPU may not be fully used

A Application presenting low level of parallelism
A CPU code being executed ( GP U
A GPU-core stall due to lack of data
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GPU usage of GPU-Blast
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& GPU usage of CUDA-MEME
O?- GPU utilization is far away from maximum
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