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The scope of this talk 

NOTE: None of the test results presented in the following slides are STAC Benchmarks. 
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More flexible use of GPUs 

ÅrCUDA: a software technology that enables a more 

flexible use of GPUs in computing facilities 

No GPU  
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ÅAs many GPUs as there are in the cluster may be provided 

to a single application 

No GPU  

1: more GPUs for a single application 
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1: more GPUs for a single application 
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1: more GPUs for a single application 
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2: increased cluster performance 

ÅPerformance numbers collected from real executions in an 8-node cluster*, each 

node with 1 NVIDIA K20 GPU 

ÅWorkload composed of a mix of the LAMMPS, GROMACS, GPU-Blast and 

mCUDA-MEME applications 

*node characteristics: Two E5-2620V2 sockets (6-core at 2.1GHz) and 32GB DDR3 RAM.  One NVIDIA Tesla K20 GPU  
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3: reduced energy consumption  

ÅEnergy numbers gathered from real executions in an 8-node cluster*, each node 

with 1 NVIDIA K20 GPU 

ÅWorkload composed of a mix of the LAMMPS, GROMACS, GPU-Blast and 

mCUDA-MEME applications 

*node characteristics: Two E5-2620V2 sockets (6-core at 2.1GHz) and 32GB DDR3 RAM.  One NVIDIA Tesla K20 GPU  



STAC Summit London, October 2014                                                                                                            9/43 

¸ Why rCUDA: the problem with GPU-enabled clusters 

¸ The enabler for higher cluster throughput at lower cost 

¸ Engineering the enabler 

¸ Final considerations 

Increasing throughput in current clusters 
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¸ A GPU computing facility is usually a set of independent self-

contained nodes that leverage the shared-nothing approach: 

¸ Nothing is directly shared among nodes (MPI required for aggregating 

computing resources within the cluster) 

¸ GPUs can only be used within the node they are attached to 
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Characteristics of GPU-based clusters 
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ÅApplications can only use the GPUs located within their node: 

ÅNon-accelerated applications keep GPUs idle in the nodes where they 

use all the cores 

First concern with accelerated clusters 
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A CPU-only application spreading over 

these four nodes would make their GPUs 

unavailable for accelerated applications 



STAC Summit London, October 2014                                                                                                            13/43 

For some workloads, GPUs may be idle for significant periods of time: 

ÅInitial acquisition costs not amortized 

ÅSpace: GPUs reduce CPU density 

ÅEnergy: idle GPUs keep consuming power 

Money leakage in current clusters? 
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4 GPUs node 

Å1 GPU node: Two E5-2620V2 sockets and 32GB DDR3 RAM. One Tesla K20 GPU  

Å4 GPUs node: Two E5-2620V2 sockets and 128GB DDR3 RAM. Four Tesla K20 GPUs 
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