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The scope of this talk 
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Proposed cluster performance 

ÅPerformance numbers collected from real executions in an 8-node cluster*, each 

node with 1 NVIDIA K20 GPUs 

ÅWorkload composed of a mix of the LAMMPS, GROMACS, GPU-Blast and 

MCUDA-MEME applications 

*node characteristics: 2 E5-2620V2 sockets (6-core at 2.1GHz) and 32GB DDR3 RAM.  One NVIDIA Tesla K20 GPU  
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¸ The problem with current GPU-enabled clusters 

¸ The enabler for increased cluster throughput 

¸ Engineering the enabler 

¸ Some performance numbers 

¸ Final considerations 

Increasing throughput in current clusters 
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¸ Engineering the enabler 
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Increasing throughput in current clusters 
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¸ A GPU computing facility is usually a set of independent self-

contained nodes that leverage the shared-nothing approach: 

¸ Nothing is directly shared among nodes (MPI required for aggregating 

computing resources within the cluster) 

¸ GPUs can only be used within the node they are attached to 
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Characteristics of GPU-based clusters 
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ÅApplications can only use the GPUs located within their node: 

ÅNon-accelerated applications keep GPUs idle in the nodes where they 

use all the cores 

First concern with accelerated clusters 
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A CPU-only application spreading over 

these four nodes would make their GPUs 

unavailable for accelerated applications 
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For many workloads, GPUs may be idle for significant periods of time: 

ÅInitial acquisition costs not amortized 

ÅSpace: GPUs reduce CPU density 

ÅEnergy: idle GPUs keep consuming power 

Money leakage in current clusters? 

Time (s) 

Id
le

 P
o
w

e
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(W
a
tt
s
) 

1 GPU node 

4 GPUs node 

Å1 GPU node: 2 E5-2620V2 sockets and 32GB DDR3 RAM. Tesla K20 GPU  

Å4 GPUs node: 2 E5-2620V2 sockets and 128GB DDR3 RAM. 4 Tesla K20 GPUs 

 

25%  
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ÅApplications can only use the GPUs located within their node: 

ÅMulti-GPU applications running on a subset of nodes cannot 

make use of the tremendous GPU resources available at other 

cluster nodes (even if they are idle) 

Second concern with accelerated clusters 
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All these GPUs cannot be 

used by the MPI multi-GPU 

application in execution 
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ÅDo applications completely squeeze GPUs present in the cluster? 

ÅEven if all GPUs are assigned to running applications, 

computational resources inside GPUs may not be fully used 

ÅApplication presenting low level of parallelism 

ÅCPU code being executed 

ÅGPU-core stall due to lack of data 

Åetc é 

One more concern with accelerated clusters 

P
C

I-e
 C

P
U

 

GPU 
GPU 
mem 

M
a

in
 M

e
m

o
ry

 

Network 

GPU 
GPU 
mem 

Interconnection Network 

P
C

I-e
 C

P
U

 

GPU 
GPU 
mem 

M
a

in
 M

e
m

o
ry

 

Network 

GPU 
GPU 
mem 

P
C

I-e
 C

P
U

 

GPU 
GPU 
mem 

M
a

in
 M

e
m

o
ry

 

Network 

GPU 
GPU 
mem 

P
C

I-e
 C

P
U

 

GPU 
GPU 
mem 

M
a

in
 M

e
m

o
ry

 

Network 

GPU 
GPU 
mem 

P
C

I-e
 C

P
U

 
GPU 

GPU 
mem 

M
a

in
 M

e
m

o
ry

 

Network 

GPU 
GPU 
mem 

P
C

I-e
 C

P
U

 

GPU 
GPU 
mem 

M
a

in
 M

e
m

o
ry

 

Network 

GPU 
GPU 
mem 



HPC Advisory Council Spain Conference 2014, Santander                                                                         11/45 

In summary é 

ÅThere are scenarios where GPUs are available but 

cannot be used 

ÅAccelerated applications do not make use of GPUs 

100% of the time 

 

In conclusion é 

ÅWe are losing GPU cycles, thus reducing cluster 

performance 

Why GPU-cluster performance is lost? 



HPC Advisory Council Spain Conference 2014, Santander                                                                         12/45 

What is missing is ... 

... some flexibility for using 

the GPUs in the cluster 

We need something more in the cluster 

The current model for using GPUs is 
too rigid  
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¸ The problem with current GPU-enabled clusters 

¸ The enabler for increased cluster throughput 

¸ Engineering the enabler 

¸ Some performance numbers 

¸ Further considerations 

Increasing throughput in current clusters 
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ÅTwo ingredients are required to cook a 

higher-throughput  GPU-based  cluster 

ÅA way of seamlessly sharing GPUs across 

nodes in the cluster (remote GPU 

virtualization) 

ÅEnhanced job schedulers that take into 

account the new shared GPUs 

What is needed for increased flexibility? 
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¸ Remote GPU virtualization allows a new vision of a GPU 

deployment, moving from the usual cluster configuration: 

Remote GPU virtualization envision 
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to the following one é. 
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Physical 

configuration 
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Remote GPU virtualization envision 
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Logical connections 

Busy cores are no longer a problem 
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Without GPU virtualization 

¸ GPU virtualization is also useful for multi-GPU applications 
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With GPU virtualization 

Many GPUs in the 

cluster can be provided 

to the application 

Only the GPUs in the 

node can be provided 

to the application 

Multi-GPU applications get benefit 
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¸ Main GPU virtualization drawback is the increased latency 

and reduced bandwidth to the remote GPU 

Problem with remote GPU virtualization 

Data from a matrix-matrix 

multiplication using a local GPU!!! 
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¸ Current job schedulers, like SLURM, know 

about real GPUs, but cannot manage virtual 

GPUs  

¸ Enhancing schedulers is required to effectively 

take advantage of GPU virtualization 

About the second ingredient 
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¸ One step further: 

¸ enhancing the scheduling process so that 

GPU servers are put into low-power 

sleeping modes as soon as their 

acceleration features are not required 

More about enhanced GPU scheduling 
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¸ The problem with current GPU-enabled clusters 

¸ The enabler for increased cluster throughput 

¸ Engineering the enabler (I) 

¸ Some performance numbers 

¸ Further considerations 

Increasing throughput in current clusters 
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¸ Several efforts have been made regarding GPU virtualization 

during the last years: 
 

 

¸ rCUDA  (CUDA 6.0) 

¸ GVirtuS  (CUDA 3.2)  

¸ DS-CUDA (CUDA 4.1)  

¸ vCUDA  (CUDA 1.1)  

¸ GViM  (CUDA 1.1) 

¸ GridCUDA (CUDA 2.3)  

¸ V-GPU  (CUDA 4.0) 

 

 

Remote GPU virtualization frameworks 

Publicly available 

NOT publicly available 
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Basics of the rCUDA framework 

Basic CUDA behavior 


